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Believability of relative risks and odds ratios in abstracts: cross sectional study
Peter C Gøtzsche

Abstract

Objective To compare the distribution of P values in abstracts of randomised controlled trials with that in observational studies, and to check P values between 0.04 and 0.06.

Design Cross sectional study of all 260 abstracts in PubMed of articles published in 2003 that contained "relative risk" or "odds ratio" and reported results from a randomised trial, and random samples of 130 abstracts from cohort studies and 130 from case-control studies. P values were noted or calculated if unreported.

Main outcome measures Prevalence of significant P values in abstracts and distribution of P values between 0.04 and 0.06.

Results The first result in the abstract was statistically significant in 70% of the trials, 84% of cohort studies, and 84% of case-control studies. Although many of these results were derived from subgroup or secondary analyses, or biased selection of results, they were presented without reservations in 98% of the trials. P values were more extreme in observational studies (P < 0.001) and in cohort studies than in case-control studies (P = 0.04). The distribution of P values around P = 0.05 was extremely skewed. Only five trials had 0.05 ≤ P < 0.06, whereas 29 trials had 0.04 ≤ P < 0.05. I could check the calculations for 27 of these trials. One of four non-significant results was significant. Four of the 23 significant results were wrong, five were doubtful, and four could be discussed. Nine cohort studies and eight case-control studies reported P values between 0.04 and 0.06, but in all 17 cases P < 0.05. Because the analyses had been adjusted for confounders, these results could not be checked.

Conclusions Significant results in abstracts are common but should generally be disbelieved.

Introduction

Abstracts of research articles are often the only part that is read, and only about half of all results initially presented in abstracts are ever published in full. Abstracts must, therefore, reflect studies fairly and present the results without bias. This is not always the case. In a survey of 19 clinical trials that contained a mixture of significant and non-significant results, the odds were nine times higher for inclusion of significant results in the abstract. Another survey found that bias in the conclusion or abstract of comparative trials of two non-steroidal anti-inflammatory drugs consistently favoured the new drug over the control drug in 81 trials and the control drug in only one. And a survey of 73 recent observational studies found a preponderance of P values in abstracts between 0.01 and 0.05 that indicated biased reporting or biased analyses.

I explored in a large sample of research articles whether P values in recent abstracts are generally believable.
Methods
I compared the distribution of P values in abstracts of randomised controlled trials with that in observational studies. I also explored reasons for possible skewness, in particular for P values close to P < 0.05, which is the conventional level of significance.

On 15 October 2004, I searched PubMed for all abstracts of articles published in 2003 that contained "relative risk" or "odds ratio" in any field. I found 7453 abstracts, 435 of which had the publication type “randomized controlled trial.” After I excluded 175 irrelevant abstracts, mainly because they were not of randomised trials (figure), 260 trials that reported at least one binary outcome remained.

Of the 7453 abstracts, 2165 contained “cohort studies” and 2019 “case-control studies” as text words in any field. I randomised a subsample of these observational studies that, in addition, had either “cohort” (884) or “case-control” (857) in the title or abstract. I generated random numbers with Microsoft Excel and studied the abstracts in this order until I had 260 relevant ones, with half in each category. I excluded 62 and 29 ineligible abstracts, respectively, during this process (figure).

I took the first relative risk or odds ratio that was given and its P value. If the first result was a hazard ratio or a standardised mortality ratio, I accepted this. If a P value was not given, I calculated it from the confidence interval, when available, using the normal distribution after log transformation. The first result was not statistically significant, I noted whether the remainder of the abstract included any significant results.

To minimise errors, I downloaded the abstracts and copied the relevant text with the data into a spreadsheet, wrote the numbers in the appropriate columns, and checked the numbers against the copied text.

I compared the distributions of P values between trials and observational studies and between cohort studies and case-control studies, with the Mann-Whitney U test after categorisation.

Finally, I checked whether P values between 0.04 and 0.06 were correct by comparison with the methods and results sections after retrieval of the full papers. I also double checked these data.

Table 1 Measures of binary outcomes in 520 abstracts of research papers. Values are numbers (percentages)

<table>
<thead>
<tr>
<th>Measure</th>
<th>Randomised trials (n=260)</th>
<th>Cohort studies (n=130)</th>
<th>Case-control studies (n=130)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative risk</td>
<td>135 (52)</td>
<td>46 (35)</td>
<td>5 (4)</td>
</tr>
<tr>
<td>Odds ratio</td>
<td>116 (45)</td>
<td>79 (61)</td>
<td>125 (96)</td>
</tr>
<tr>
<td>Hazard ratio</td>
<td>9 (3)</td>
<td>3 (2)</td>
<td>0</td>
</tr>
<tr>
<td>Standardised mortality ratio</td>
<td>0</td>
<td>2 (2)</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2 Distribution of P values in 520 abstracts of research papers. Values are numbers (percentages)

<table>
<thead>
<tr>
<th>P interval</th>
<th>Randomised trials (n=260)</th>
<th>Cohort studies (n=130)</th>
<th>Case-control studies (n=130)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P&lt;0.0001</td>
<td>24 (9)</td>
<td>38 (29)</td>
<td>20 (15)</td>
</tr>
<tr>
<td>0.0001&lt;P&lt;0.001</td>
<td>25 (10)</td>
<td>16 (12)</td>
<td>14 (11)</td>
</tr>
<tr>
<td>0.001&lt;P&lt;0.01</td>
<td>40 (15)</td>
<td>27 (21)</td>
<td>31 (24)</td>
</tr>
<tr>
<td>0.01&lt;P&lt;0.02</td>
<td>20 (8)</td>
<td>7 (5)</td>
<td>16 (12)</td>
</tr>
<tr>
<td>0.02&lt;P&lt;0.03</td>
<td>18 (7)</td>
<td>6 (5)</td>
<td>11 (8)</td>
</tr>
<tr>
<td>0.03&lt;P&lt;0.04</td>
<td>25 (10)</td>
<td>7 (5)</td>
<td>11 (8)</td>
</tr>
<tr>
<td>0.04&lt;P&lt;0.05</td>
<td>29 (11)</td>
<td>9 (7)</td>
<td>8 (6)</td>
</tr>
<tr>
<td>0.05&lt;P&lt;0.1</td>
<td>16 (6)</td>
<td>2 (1)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>0.10&lt;P&lt;0.20</td>
<td>10 (4)</td>
<td>4 (3)</td>
<td>5 (4)</td>
</tr>
<tr>
<td>P&gt;0.20</td>
<td>53 (20)</td>
<td>14 (11)</td>
<td>12 (9)</td>
</tr>
</tbody>
</table>
(224/260), 93% (121/130), and 93% (120/130) gave significant results.

The distribution of P values in the interval 0.04 to 0.06 was extremely skewed. The number of P values in the interval 0.05 ≤ P < 0.06 would be expected to be similar to the number in the interval 0.04 ≤ P < 0.05, but I found five compared with 46, which is highly unlikely to occur (P < < 0.0001) if researchers are unbiased when they analyse and report their data.

Only five trials had 0.05 ≤ P < 0.06 whereas 29 trials had 0.04 ≤ P < 0.05. (I included two abstracts where P was given as P < 0.05, which I assumed to be just below 0.05.) I could check the calculations for four and 23 of these trials, respectively, and confirmed three of the four non-significant results. The fourth result was P = 0.05, which the authors interpreted as a significant finding; I got P = 0.03. Eight of the 23 significant results were correct; four were wrong.* eleven were doubtful,** and four could be discussed (see Table A on bmj.com).* eleven and two were only significant if a χ² test without continuity correction was used (results not shown).***

The distribution of P values between 0.04 and 0.06 was even more extreme for the observational studies. Nine cohort studies and eight case-control studies gave P values in this interval, but in all 17 cases P < 0.05. Because the analyses had been adjusted for confounders, recalculation was not possible for any of these studies. One of the nine cohort studies and two of the eight case-control studies gave a confidence interval where one of the borders was one; in all three studies, this was interpreted as a positive finding.*** although in one this seemed to be the only positive result out of six time periods the authors had reported.****

Discussion

Significant results in abstracts should generally be disbelieved. I found a high prevalence of significant results in the abstracts of 260 randomised trials, 130 cohort studies, and 130 case control studies. I excluded abstracts that did not present useful data or any data at all for the first result, but this did not seem to have an effect. Of the 18 excluded trials (figure), 10 had significant results in the abstract for other outcomes, and four described positive findings; and all of the 32 excluded observational studies described significant or positive results in the abstract.

It was unexpected that so many abstracts of randomised trials presented significant results because a general prerequisite for trials is clinical equipoise—that is, the null hypothesis of no difference is often likely to be true. Furthermore, the power of most trials is low; the median sample size in group comparative trials that compared active treatments was only 71 in 1991. Nevertheless, surveys have found significant differences in 71% of trial reports of hepatobiliary disease; in 34% of trials of analgesics; and in 38% of comparative trials of non-steroidal anti-inflammatory drugs, even though the median sample size per group was only 27.

Ongoing research has shown that more than 200 statistical tests are sometimes specified in trial protocols. If you compare a treatment with itself—that is, the null hypothesis of no difference is known to be true—the chance that one or more of 200 tests will be statistically significant at the 5% level is 99.996% ( = 1 − 0.95200) if we assume the tests are independent. Thus, the investigators or sponsor can be fairly confident that “something interesting will turn up.”
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Due allowance for multiple testing is rarely made, and it is generally not possible to discern reliably between primary and secondary outcomes. Recent studies that compared protocols with trial reports have shown selective publication of outcomes, depending on the obtained P values, and that at least one primary outcome was changed, introduced, or omitted in 62% of the trials.

The scope for bias is also large in observational studies. Many studies are underpowered and do not give any power calculations. Furthermore, a survey found that 92% of articles adjusted for confounders and reported a median of seven confounders but most did not specify whether they were pre-declared. Fourteen per cent of these articles reported more than 100 effect estimates, and subgroup analyses appeared in 57% of studies and were generally believed.

Without randomisation, you would expect almost any comparison to become statistically significant if the sample size is large enough, since the compared groups would nearly always be different. P values in observational research, therefore, can be particularly misleading and should not be interpreted as probabilities.

This fundamental problem is likely one of the reasons that the P values for cohort studies were the most extreme, as data from many big cohorts are published repeatedly.

Because claimed cause-effect relations are so often false alarms, some experienced epidemiologists are not impressed by harms shown in observational studies, unless the risk is increased by at least three times. This number should preferably be outside the confidence interval, since even an odds ratio of 20.5 fades, if the confidence interval goes from 2.2 to 114.0. Confidence intervals were available for the first result in 116 abstracts of the case-control studies, but only in six cases (5%) was the risk confidently increased by at least three times.

Although many of the significant results I identified in the abstracts were highly selective—for example, “The strongest mechanical risk factor;” “The only
factor associated with,” “The highest odds ratio”—few abstracts had any reservations about these data. I checked the 181 significant abstracts of randomised trials a second time but found only four reservations (2%), although subgroup or secondary analyses and adjustment for confounders in regression analyses were common, as shown by the frequent use of the odds ratio rather than relative risk (table 1). Accordingly, a trial survey found that most results of subgroup analyses found their way to the abstract or conclusion of the paper.\textsuperscript{15}

To study bias during data analysis more closely, I focused on P values between 0.04 and 0.06, even though from a statistical perspective P values in this interval should be interpreted similarly, of course. Some of the significant results were wrong or doubtful. This agrees with a survey of drug trials, where it was usually not possible to check the calculations.\textsuperscript{3} I found 10 trials in which significant results were erroneous and strongly suspected false positive results in another five, and in all cases the new drug was favoured over the active control drug.\textsuperscript{3}

Significant results in abstracts should generally be disbelieved. The preponderance of significant results could be reduced if the following action was taken. Firstly, if we need a conventional significance level at all, which is doubtful,\textsuperscript{16} it should be set at $P < 0.001$, as has been proposed for observational studies.\textsuperscript{17} Secondly, analysis of data and writing of manuscripts should be done blind, hiding the nature of the interventions, exposures, or disease status, as applicable, until all authors have approved the two versions of the text.\textsuperscript{18} And finally, journal editors should scrutinise abstracts more closely and demand that research protocols and raw data—both for randomised trials and for observational studies—be submitted with the manuscript.
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A memorable patient

Diphtheria

In the 1940s we still seeing occasional cases of diphtheria in our provincial hospital in New Zealand’s North Island. Two I clearly remember died from overwhelming toxaemia; they had come from isolated country districts and presumably had not been immunised.

In April 1946, a 16 year old schoolgirl, also from an isolated country district, was admitted with severe respiratory obstruction due to diphtheria. She had widespread membrane formation in the mouth and throat, and, when I performed an urgent tracheotomy, we were alarmed to find a similar membrane lining the trachea. This feature of the case explained the utter frustration we experienced in the after care. We just could not obtain a satisfactory airway. In addition to the usual nursing care of a tracheotomy, I judiciously removed the outer tube periodically to endeavour to clear the trachea, but to no avail.

Three days after the operation, I was due to go off duty for the weekend. I discussed the care of my patient with the duty house surgeon and asked to be rung if there was any change in her condition.

Early on the Saturday evening while I was visiting friends the house surgeon rang and said rather sadly, “I think we are going to lose our patient; her breathing is much worse.” I was back at the hospital within 10 minutes and proceeded to remove the tracheotomy tube. I discovered immediately what had happened; the diphtheritic membrane was lying, apparently free, in the trachea. With some trepidation, I proceeded to gently ease it out with a pair of Desjardins forceps. The membrane kept coming back to the hospital that Saturday evening.

Sixty years later I am still pleased and relieved that I went back to the hospital that Saturday evening. Caleb Tucker retired surgeon and hospital administrator, Wellington, New Zealand (cajntucker@xtreme.net.nz)